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INTRODUCTION: The application of computer 
technology to the solution and management of biolog-
ical information is called Bioinformatics. Nowadays 
this technology is widely used to analyze the data-
bases and recognize protein sequencing. Protein struc-
ture prediction and classification has widely been 
studies in the literature1-6. The above mentioned tools 
can better be employed if we are well versed in the 
understanding of proteins, their structure and func-
tions.  
Understanding Proteins: Any sequence of polymer-
ized amino acids is called protein. Amino acids are 
Zwitterionic in nature. Thus, proteins are large poly-
meric molecules which form the most essential part of 
all living matter through peptide bonds.  
Protein Structure: Amino acids are joined end-to-
end by peptide bonds during protein synthesis. Vari-
ous forces work during protein formation and the in-
teraction of molecules gives rise to-bonds creating 
energy between covalently bonded atoms which is 
approximated by a harmonic force, angles which also 
account for the energy in non-equilibrium bond an-
gles, torsions representing the energy due to twisting 
of a non-single bond and the Pauli repulsion, vander-
waals force and the electrostatic energy as a coulomb 
potential. Proteins contain tens of thousands of atoms, 
and their structure is dependent on their interactions 
with water molecules.  
Protein Functions: Proteins can be thought of as little 
molecular machines, which process other molecules in 
very specific, repeatable and controllable ways7. 
'Machine design' is very compactly coded in the se-

quence of amino acids. The sequence of amino acids 
is coded in the DNA sequence of the gene for that 
protein. These proteins form antibodies which are 
useful in defending the body from antigens. There are 
some other proteins viz. contractile proteins, En-
zymes, Hormonal proteins including insulin, oxytocin 
and somatotropin etc., structural proteins like keratin 
which are fibrous and form hair, quills, feathers and 
horns etc. Transport proteins and storage proteins are 
other specific proteins for various biochemical trans-
portation and storage. The central roles of proteins in 
cells make them vulnerable for particular job impro-
priety.  
 
USE OF SOFT COMPUTING: For protein structure 
prediction we depend mainly on algorithms and com-
putational methods. The most advanced adaptive ge-
netic algorithm AGA is used for alignment and com-
parison of DNA, RNA, and protein sequences8 and 
protein structure prediction and clustering9. But for 
these and some other techniques like NMR and x-ray 
crystallography which are of little importance, we 
come across the problems that computer simulations 
of protein folding and dynamics pose in the study of 
protein folding. We know that the duo-core processors 
can perform very little simulations in a long duration 
for large atom proteins; therefore we will have to 
search for the avenues like abinitio, fuzzy ARTMAP 
and swarm intelligence for our purpose.  
In the remaining part of the paper we discuss some 
important techniques mentioned above. Our source of 
knowledge is based on the conclusions and discus-
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sions of the respective papers describing these tech-
niques.  
 
DATABASES AND DATASETS: There are several 
databases among which some are primary sequence 
databases while others are more specialized. A few to 
name are Gen Bank–an annotated collection of all 
available DNA sequences, PIR-Protein Information 
Resource, SWIDD–PROT & TREMBL, TIGR, 
ALIGN, BLOCKS, DOMO, SBASE, CATH, FSSP, 
RCSB Protein Data Bank, WORMBASE, PDB, 
UniProt,  SCOP, ASTRAL, GPCRDB, TG, EDD and 
many others. Most widely used SCOP is now 1.73 and 
1.75, Abdollah Dehzangi et. al.10 have used structural 
classification of proteins (SCOP).  In the latest version 
of the SCOP, the number of structural classes has in-
creased to 11 groups. Abdollah Dehzangi et. al.11 has 
used TG and EDD to investigate the performance of 
Evolutionary and structural features selection tech-
nique. 
  
FEATURE EXTRACTION APPROACH: In their 
study Abdollah et. al.11 concatenated features driven 
from the three main sources (sequential, physiochemi-
cal and evolutionary based features) to form a feature 
vector which is used for the protein structural class 
prediction problem. In the first step, PSSM was calcu-
lated by applying the PSIBLAST on NCBI’S non 
redundant database for their explored benchmarks. 
The PSSM consisted of two LX20 matrices where L is 
the length of a protein and the columns of the matrices 
represent 20 amino acids. The extracted features were 
then combined and the potential of all categories of 
attributes was considered and explored.  
Some use GA for its stochastic nature and can be use-
ful for several physical features of importance.  
 
METHODOLOGIES AND COMPARISON: In 
pattern recognition, neural networks play an im-
portant role. AGA, SGA, HP model and monte-carlo 
are also widely used. Support vector machine is also 
considered as the state of art classification technique. 
It was introduced by Vapnik, V. N.12 aiming at finding 
the Maximum Margin Hyper plane (MMH) based on 
the concept of support vector theory to minimize 
classification error. In the literature11 it was used to 
transform the input data to higher dimensionality 
using the kernel function to find support vectors. The 
classification of some known points in input space Xi 
is yi which is defined to be either -1 or +1. If x′ is a 
point in input space with unknown classification then: 

y′ = sign൫a୧y୧K൫x୧, x ′൯ + b൯
୬

୧ୀଵ

 

Where y′ is the predicted class of point xi. The func-
tion K is the kernel function, n is the number of sup-
port vectors and  ai  are adjustable weights and b is 
the bias.  
Further, instead of using a single classifier, some re-
searchers have used an ensemble of different classifi-
ers for protein structural class prediction task. A well 
defined ensemble of these classifiers is capable of 
addressing statistical, computational and representa-
tional issues better than an individual classifier.  
For an ensemble classifier, diversity and individual 
accuracy of its component classifiers are two main 
criteria that define its classification performance. 
Fuzzy ARTMAP classifiers coupled with GA have 
also been used.  
 
CONCLUSION: In our study, we have surveyed 
various techniques and investigated the use of physi-
cochemical attributes of the amino acids along with 
the evolutionary based information. The features have 
been surveyed for various abinitio methods, computa-
tional techniques and different classifiers. It has been 
found that with a skillful input feature vector the use 
of support vector machine with a little modification is 
the most efficient classifier.  
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